: General Education Statistics
(™ ©  Class Notes :
.. Confidence Intervals for Population Means (Section 9. 2)

We will be doing nearly the same stuff as we did in the first section of this chapter. However,
there are some significant differences. The main one is that we do not use the normal

vty

dlstnbutlon We will be using a similar, bell-shaped curve called Student’s t—dlstrlbutlon
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‘1‘;' To make a long story not so long, using the method discussed in the previous section to find the

confidence interval for ¥ would be “point estimate + margin of error” or rather e A / j— s )
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This is a problem because thIS assumes we know the standard deviation of the population, which

we would not. We can substitute the standard deviation of the sample, givingus X + z‘y _j: e Y
” ’ ' 2 \n __~

However, by using s instead of o, we introduce too much variation and we see that the

- x= x— o ot
z-score of X (now z; = e 8 £ ) is not normally distributed.
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At first, this seems like we hit a brick wall. Luckily, a man by the name of William Gossett in the
early 1900’s solved this problem by creating what is known as Student’s #-distribution. It is
similar to the normal curve but has a little more variation. We see the normal curve here
compared with two curves of the -distribution. ..
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ﬂj/ Recall: Definition: A point estimate is the value of a (sample) statistic that estimates the value
of a (population) parameter.

In this section, the point estimate we are playing with is X, the sample mean. It is said to
estimate 1 , the population mean. -
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" Student’s -Distribution:
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H‘-., Suppose that a simple random sample of size 7 _is taken from a population. If the population
from which the sample is drawn follows a normal “distribution, the distribution of

==k follows Student’s t-distribution with n—1 degrees of freedom where X 18
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Properties of the 7-Distribution:

There are similarities to the normal distribution as we will see. However, there are significant
differences.

The t-distribution is different for different degrees of freedom. The degrees of freedom
be calculated as n— 1. = ==

2 The t-distribution is centered at 0 and i is syrnmetnc about 0.
3. The area under the curve is 1. The area under the curve to the right of 0 is equal to the

area under the curve to the left of 0. T}us area is Y.

A, As t increases without bound (gets larger and larger), the graph approaches, but never
reaches, the horizontal axis. As ¢ decreases without bound (gets more and more negative), the
graph approaches, but never reaches, the horizontal axis.

5. Thearea in the tails of the 7-distribution is a little greater than the area in the tails of the
standard normal distribution, because we are using s as an estimate of o, thereby introducing
further variability into the #- statistic.

6. As the sample size n increases, the density curve of ¢ gets closer to the standard normal
density curve. This result occurs because, as the sample size » increases, the values of s get
closer to the values of &, by the Law of Large Numbers.
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Determining #-values: 5 'E:m‘
Just as we looked up z-scores on a table, we wﬂl look up t—values We will use the notation 7,

— e
to denote the fvalue whose area under the curve fo the nght of t, is a. We will need to

-.wuz_,,;ae A

‘use the sample size, n. As mentioned earlier, the degrees of freedom will be calculated

4 as m—1.
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‘ expl 1)Find the f-value such that the area under the r-distribution curve to the nght is 325 T _
asswnmg 19 degrees of free_d@ Use the partial table given below. i

Table of t-Distribution Areas _}.—vrﬁ““""’M -

010 005 0025 002 001 0005 00025  0.001  0.0005

12706 15894 31.821 63.657 127.321 318309  636.619
4303 4849  6.965 9.925 14089 22327 31399
3.182 3482  4.541 5.841 7.453 10.215 12.924
2.776 5.598
2571

Label your #-value as 7.

Draw a quick #-curve with your (
t-value labeled and the area,
0.025 shaded.




Using the TI calculator:

There is a éfin_qt_igg_o_mrf_l_c_alolﬂator that can be used for this. However, you must enter the
area to the leﬁ of the desired t-value. Let’s redo example 1. -
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expl 2 \‘Fmd the #-value such that the area under the #-distribution curve to the right is 0.025,
assmnmg 19 degrees of freedom. Follow these steps to do this on the calculator.
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a.)If the area under the curve to the right of the #-value is 0.025, what is the area to the left

~under the curve? L

‘(’b )}JSC the invT feature on the calculator to find this 7-value. 1
e oY i

_(40025 A.) 2 Oqg

Now, the reason we need #-values is that we want to create conﬁdence intervals as we did in the
previous section.

Constructing a (1 — @)100% Confidence Interval for u:
We must verify that the following is true before continuing.

» sample data come from a simple random sample or randomized experiment,

* sample data has no serious outliers,

» sample size is small relative to the population size

\, the data come from a population that is normally distributed, or the sam&le/mze is large.

e .

A (1 - a)*100% confidence interval for y is given by

. Lower bound: x

Upper bound: ¥ + 2‘% . %

where ta/ is the critical value with n— 1 degrees of freedom.
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expl 3: A sample of sixteen 2011 Ford Focus cars has a mean gas mileage of 36.8 miles per
gallon. The sample standard deviation is L2_n92 miles per ga!lon A normal probability plot has

shown that the data could come from a normal populatlog/m addition, a boxplot has shown that
there are no ouﬂierg/flonstruct a_95% confidence interval for the mean gas mileage ofall. 2011

Ford Focus cars. Follow the steps bel:}w._' ol = = 0,05 ~ - ot /2 _ &' 0 ., &25

’t a.) Find the #-value needed on the table. A complete table is given on the last page of th6562

é.@la& the margin of error as r% . % .

Cals ' S 2131 % 2992
ks wm s T — % 156
" e s

@ orm the 95% confidence interval and complete the sentence. Include units.

X +E = 36.2-1.5 owd 368+ .56

= 235.24  omd = 2836
r be __d) %(} r‘&z:)btﬂd)

o
We are 95% confident that e( true mean gas !{:‘éﬁéage 0of 2011 Ford FocusTars 1s between

25,24 MPhnd 38 306, Mpg.

..=1:;*-T-'
. Finding a Confidence Interval Using the TI Calculator:
Press the STAT button and arrow over to TESTS. Arrow down to select TInterval.... For Inpt:
(input), we will choose Stats. This allows us to enter the values of the mean, standard deviation,
and sample size. Do this, pressing ENTER after each. Enter the confidence level (C-Level:) in
decimal form and then highlight Calculate at the bottom, pressing ENTER. -




Determining the Sample Size n:

The sample size required to estimate the population mean, x,

with a level of confidence (1 —a)-100% with a specified
' -z oS = o0
A ‘

margin of error, E, is givenby n= . Weround n up as before.

Consider again the Ford Focuses. How Jarge a sample do we need if we want to form a

i o g

confidence interval to estimate the mean within 0.5 miles per gallon

X = 0,05 = 0%2 :@!@'Ag’
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Optional Worksheet: Confidence intervals and overlap:
We interpret the meaning of non-overlapping confidence intervals.

Bl e

Worksheet: Sample means and confidence intervals:
We practice finding confidence intervals for a population mean using data from random samples
- and investigate the meaning of the “95%” label.

s Optional Worksheet: Confidence intervals practice:
st This gives you the opportunity to practice both types of confidence intervals in the chapter. ik
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When can we not make a confidence interval?:

Recall the population must be normal or the sample size large to be justified in using the ¢-
distribution to make a confidence interval. Also, there should be no serious outliers in the data.
We use the concepts of previous sections to determine if the data comes from a normal

population or has outliers. n= o<

@‘m data from a  simple random sample with 25 observatlons was used to construct the

plots given below. EMmbahhty plot that w was constructed has a correlation coefficient
of 0.947. Judge whether a t-interval could be constructed usmg the data in the sample. Follow

BT (e 7.0 p 2

; 2 |' o
_i':__ | | ! [ :
N 8 | (1] I :
f | 1 i I i
I~ i H i | 3 H
o H—ld—do 1 i.g e : ;
- r J ; ] i_ [ i
s t] P : i
ﬂ ; — 1| ; .—_m{._._
o / 2% | ! L | | | o 1 20 30 %
B A Vi A | i it - K
o [ Essid ! i1 Jid i
YRR A o T T T T T
30 do 8 10 20 30 40 20 &
Data

So , = b Q 4% Q/L&ndz, ’\/«&ze Table;}/I for ﬁts;essing
A orma

e ’."f/'!‘\,(/' ;}r’k;?"; € for N=28 Sample Critical
‘ size, n Value
/::v .3: 5 7. /]/5’74“3 phat 5 0.880
Llr s g} (.!,t' .gsrg 13 0.939
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onsult the boxplot to determine if the data set has outliers, If it does, the confidence interval
Should not be performed. Are we ju’s’fiﬁeﬁ—'m_making a confidence interval using the

t-distribution? Why?
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F Table of #-Distribution Areas: Given the degrees of freedom (first column, labeled df) and
area to the right under the curve (title row, given as % ), look up the appropriate -value. Be

mindful of decimal points!

Fabl8 of t-Distribution Areas -

dr 0.25 .20 015 010 005 0.025 0.02 0.01 0.005  0.0025 0.001 0.0005

1 1000 1376 1963 3078 6314 12706 15894 31821 63657 127321 318309  636.619
2 0816 1061 138 1886 2920 4303 4849 6965 9925 14089 22327 31599
3 0765 0978 1250 1638 2353 3182 3482 4541 5841 7453 10215 12,924
4 0741 0941 1190 1533 2132 2776 2999 3747 4604 5.598 7.173 8.610
5 ; 2571 2757 3.365 6.869
6 0447 2612773143503 15959
- : 008 S a8
3. . 5.041

02398 5 2.821 3. 4781 22

2328 2718 4.437 !
2303 2681 4318
2282 2650 4221
2264 2624 3787 4.140

2249 2602 3733 4073
"9.235 LTI 583 T ¢ 3686 4015
2224 2567 3646 3.965
“2.2147552,552 ¢ 3610 .. 3922 i
2205 2539 3579 - 3883

2197 2528~ ; 3552 . 3850
2189 23518 2.831 3135 3527 381y
2183 2508 2819 3.119 3.505 3.792
2069 2177 2500 2807 3.104 3.485 3.768

2064 2172 2492 3.467 3.745

2060 2167 2485 3.450 3.725
S5 20560 2162 152479, L TT9 12034355 5 3701 gt
32052 2158 2473 . 2771 3421 ¢ 3690 e
U048 215470 2467 L3408 - 3.674 T
16997 2.045" 2150 12462 - 3396 3659 i
1:697 02042 2147 2457 © 3385 3.646
2040 2144 2433 3375 3.633

2037 2141 2449 3.365 3.622

2035 2138 2445 3.356 3611

2032 2136 2441 3.348 3.601

2030 2133 2438 3340 3.591
T2.028 0 2031 2434 - Sl 333300 13582

o 3326 .7 5574
980" . 3319 . < 3566
70877229767 - 3313 3538
220210 0212372423 27904 -0 2971 - 3307 . 3351
2.000 2109 2403 3261 3.496
2000 2099 2390 2660 2915 3.232 3.460
1.994 2093 2381 2648  2.899 3211 3.435
1.990 2088 2374 2639  2.887 3.195 3.416
1 3.183 3.402
3174 o 339
3.098 ¢ 13300
3.090 - 3291

87 . 2026 2129 °
20237 2125

0.02 0.01 0.005  0.0025 0.001 0.0005
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